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ABSTRACT

Sinhala Optical Character Recognition is a less developed area mainly due the complexity of the process. In this study we propose an effective method for Sinhala hand-written character recognition, which can be used to convert hand-written documents into digital form. The system takes scanned images as an input, then analyses characters step by step and then recognizes the character using machine learning techniques. SHWCR gives solution to the limitations of OCR for Sinhala characters in real environment which is each person has their own unique hand writing. A trained neural network was used to recognizing the characters. The proposed method is tested on all simple 18 characters of Sinhala text. Experimental results using standard fonts show that the accuracy percentage varies for each character. Developed software tool was able to identify all of the tested 18 characters with above 50% accuracy.
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1. INTRODUCTION

Documenting is an essential role in almost all offices in both government and industries. Even though English language is used in many organizations in the urban areas, Sinhala is still the main language used in documenting purposes in most part of the country. As a result, a large collection of written documents are piled up in these offices. Therefore there is a huge requirement for simple but robust automated applications such as OCR applications in Sinhala script which is alphabetic in nature and is written from left to right. The alphabet consists of 61 symbols: 18 vowels, 2 semi-vowels and 41 consonants.

There are few solutions suggested for the same problem [1, 2] but still they contain limitations to work on a real environment such as each person has their own unique hand writing, each writing can be in different backgrounds, characters can be touched, noise can be there or characters are not aligned properly etc. [3]. Each Sinhala character has its own physical features. And each person has his own unique hand writings, so recognition should be accurate regardless of the character shape. Simple typesetting in Sinhala wastes considerable amount of time and money which should have been effectively used for other greater purposes of the community. This set the motivation to provide an effective solution for the problems depicted above using an OCR which can recognize wide variety of fonts as well as handwriting with the power of image processing and machine learning techniques.

2. METHODOLOGY

The approach of the solution consists of four-phases which are data gathering, pre-processing, feature extraction and classification.

2.1. Data Gathering

Collection of Sinhala hand written characters were used as the data set which is needed to train the neural network as well as to test. For this research 500 different hand written characters were collected from different personals within the age16 to 55, for each 18 vowels in Sinhala alphabet.

2.2. Pre-Processing

Pre-processing stage aims at segmenting the input for segmentation process. The main objectives of this process are noise removing of the input image, smoothing the input image, image binarization, and character segmentation. In order to achieve these objectives the following techniques are used.

2.2.1. Noise Removing

The main idea of the median filter is to run through the signal entry by entry, replacing each entry with the median of neighbouring entries. The pattern of neighbours is called the “window”, which slides, entry by entry, over the entire
signal. For 1D signal, the most obvious window is just the first few preceding and following entries, whereas for 2D (or higher-dimensional) signals such as images, more complex window patterns are possible (such as "box" or "cross" patterns). Note that if the window has an odd number of entries, then the median is simple to define: it is just the middle value after all the entries in the window are sorted numerically. For an even number of entries, there is more than one possible median. This algorithm is used to remove noise on the input image before take it for feature extractions. To make feature extraction more accurate used smoothing on the noise removed inputs.

2.2.2. Smoothing

The smoothing operation eliminates the pixels created improperly due to the hand motion or due to incorrect paper set up during data acquisition. The smoothing algorithm scans the two dimensional array of the binarized word image by row by row, any points has one diagonal neighbor or two neighbors on one horizontal/vertical line or three neighbors on one horizontal/vertical line will be removed

2.2.3. Image Binarization

In Image binarization, the text image which is gray scale image is converted into a binary image with each pixel taking a value of 0 or 1 represent an individual pixel of image. Here consider the background pixels have a value of 1 and the foreground pixels have value of 0. Actually the main target is finding a vector from the image. So image is processed and then binary image is created. Here, the Otsu’s threshold algorithm is used to binaries the gray scale image [4].

2.2.4. Character Segmentation

This is one of the most important sections in character recognizing. After image is binarized segmenting image into few contours is done by simple algorithms. These obtained segments can process more if needed or used for extract features.

2.3. Feature Extraction

Once the contour of the image is obtained we apply freeman chain-code.
We remove all values whose frequencies are 1. For instance, in the above example, the chain code will be reduced to:

8 3 1 2 3
4 3 2 3
8 3 1 2
4 6 4 2

The process of removing the less-frequent digits can be continued. For instance in our test, the frequencies less than or equal to five were deleted. Again in the resulted chain code the frequency of each remained digit is summed. Then to transform the chain code matrix to a normalized chain code with length of 10, the relative frequency of each digit is computed using $F_i^p = \frac{F_i}{\sum F_i} \times 10$ where $F_i^p$ is the normalized frequency and $F_i$ is the each digit in the chain code respectively. In the above example we will obtain:

8 3 1 2
2.22 3.33 2.22 1.11

Then the normalized frequency would be rounded to the nearest decimal which in turn would be concatenated to generate the 10 length chain code:

8833311222

2.4. Classification

The principal function of a pattern recognition system is to yield decisions concerning the class membership of the patterns with which it is confronted [5]. In the context of an OCR system, the recognizer is confronted with a sequence feature patterns from which it must determine the character classes. There are two steps in building a classifier, which are called training and recognition.

2.4.1. Training

1. Pre-processing – Processes the data to obtain the clear contour of the image
2. Feature extraction – Reduce the amount of data by extracting relevant information—usually results in a vector of scalar values. (We also need to NORMALIZE the features for distance measurements)
3. Model Estimation – from the finite set of feature vectors, need to estimate a model (Usually statistical) for each class of the training data

2.4.2. Testing

1. Pre-processing
2. Feature extraction
3. Classification – Compare feature vectors to the various models and find the closest match. One can use a distance measure

3. RESULTS AND DISCUSSION

MATLAB used to implement the proposed system and neural network, and for normalizing chain code is used and trained neural network is used for recognizing characters.

Below graph depicts the results obtain from implementing proposed method. 18 characters were used individually for classification. As future work of this project this algorithm needs to be improved to overcome the limitation of OCR such as noisy backgrounds and touched characters.
4. CONCLUSION

This research paper used new freeman chain code-based approach for identification of Sinhala characters. After the pre-processing and after obtaining contour of the characters, features are extracted using Freeman chain code. Classification process is used to recognize a new character with the help of neural network. The proposed method is tested on all simple 18 characters of Sinhala text. The proposed method is tested on all simple 18 characters of Sinhala text. Experimental results using standard fonts show that the accuracy percentage varies for each character. Developed software tool was able to identify all of the tested 18 characters with above 50% accuracy.
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